
BIBLIOGRAPHY

[1] X. Zhu and A. B. Goldberg, “Introduction to semi-supervised learning,” Syn-

thesis lectures on artificial intelligence and machine learning, vol. 3, no. 1,
pp. 1–130, 2009.

[2] T. O. Ayodele, “Types of machine learning algorithms,” New advances in ma-

chine learning, vol. 3, pp. 19–48, 2010.

[3] M. C. Du Plessis and M. Sugiyama, “Semi-supervised learning of class bal-
ance under class-prior change by distribution matching,” Neural Networks,
vol. 50, pp. 110–119, 2014.

[4] T. Zhang, T. Zhu, J. Li, M. Han, W. Zhou, and P. S. Yu, “Fairness in semi-
supervised learning: Unlabeled data help to reduce discrimination,” IEEE

Transactions on Knowledge and Data Engineering, vol. 34, no. 4, pp. 1763–
1774, 2022.

[5] E. Arazo, D. Ortego, P. Albert, N. E. O’Connor, and K. McGuinness, “Pseudo-
labeling and confirmation bias in deep semi-supervised learning,” in 2020 In-

ternational Joint Conference on Neural Networks (IJCNN), 2020, pp. 1–8.

[6] Y. Yang and Z. Xu, “Rethinking the value of labels for improving class-
imbalanced learning,” Advances in Neural Information Processing Systems,
vol. 33, pp. 19 290–19 301, 2020.

[7] M. Hyun, J. Jeong, and N. Kwak, “Class-imbalanced semi-supervised
learning,” 2020. [Online]. Available: https://arxiv.org/abs/2002.06815

[8] C. Wei, K. Sohn, C. Mellina, A. L. Yuille, and F. Yang, “Crest: A
class-rebalancing self-training framework for imbalanced semi-supervised
learning,” CoRR, vol. abs/2102.09559, 2021. [Online]. Available: https:
//arxiv.org/abs/2102.09559

[9] O. Chapelle, B. Schölkopf, and A. Zien, “Semi-supervised learning,” MIT

press, 2010.

[10] S.-w. Lee and S.-w. Whang, “Pseudo-label: The simple and efficient semi-
supervised learning method,” arXiv preprint arXiv:1306.4185, 2013.

38

https://arxiv.org/abs/2002.06815
https://arxiv.org/abs/2102.09559
https://arxiv.org/abs/2102.09559


[11] S. Laine and T. Aila, “Temporal ensembling for semi-supervised learning,”
arXiv preprint arXiv:1610.02242, 2016.

[12] D. Berthelot, T. Schumm, L. Metz, B. Poole, C. Alexander, and A. v. d. Oord,
“Mixmatch: A holistic approach to semi-supervised learning,” in International

Conference on Learning Representations, 2019.

[13] K. Sohn, R. Roelofs, B. Zoph, Q. V. Le, and J. Shlens, “Fixmatch: Simplify-
ing semi-supervised learning with consistency and confidence,” arXiv preprint

arXiv:2001.07685, 2020.

[14] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–32,
2001.

[15] J. H. Friedman, “Greedy function approximation: a gradient boosting ma-
chine,” Annals of statistics, pp. 1189–1232, 2001.

[16] R. Kohavi, “A study of cross-validation and bootstrap for accuracy estimation
and model selection,” International joint conference on artificial intelligence,
pp. 1137–1143, 1995.

[17] B. Efron, An introduction to the bootstrap. Chapman and Hall/CRC, 1994.

[18] C. Rosenberg, M. Hebert, and H. Schneiderman, “Semi-supervised self-
training of object detection models,” 2005.

[19] L. Taylor and G. Nitschke, “Improving deep learning with generic data aug-
mentation,” in 2018 IEEE Symposium Series on Computational Intelligence

(SSCI). IEEE, 2018, pp. 1542–1547.

[20] Y. Balaji, H. Hassani, R. Chellappa, and S. Feizi, “Entropic gans meet vaes: A
statistical approach to compute sample likelihoods in gans,” in International

Conference on Machine Learning. PMLR, 2019, pp. 414–423.

[21] J. Davis and M. Goadrich, “The relationship between precision-recall
and roc curves,” in Proceedings of the 23rd International Conference on

Machine Learning, ser. ICML ’06. New York, NY, USA: Association
for Computing Machinery, 2006, p. 233–240. [Online]. Available: https:
//doi.org/10.1145/1143844.1143874

[22] E. Bauer and R. Kohavi, “A survey of dataset shift in machine learning,” The

Journal of Machine Learning Research, vol. 8, pp. 1825–1832, 2007.

39

https://doi.org/10.1145/1143844.1143874
https://doi.org/10.1145/1143844.1143874


[23] A. Krizhevsky, G. Hinton et al., “Learning multiple layers of features from
tiny images,” 2009.

[24] T. Wu, X. Wang, Q. Ye, and Y. Liu, “Long-tailed recognition in large-
scale datasets,” Proceedings of the European Conference on Computer Vision

(ECCV), pp. 816–833, 2018.

[25] E. Bisong and E. Bisong, “Google colaboratory,” Building machine learning

and deep learning models on google cloud platform: a comprehensive guide

for beginners, pp. 59–64, 2019.

[26] S. Zagoruyko and N. Komodakis, “Wide residual networks,” in Proceedings

of the IEEE Conference on Computer Vision and Pattern Recognition, 2016,
pp. 778–786.

[27] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep
network training by reducing internal covariate shift,” arXiv preprint

arXiv:1502.03167, 2015.

[28] A. L. Maas, A. Y. Hannun, and A. Y. Ng, “Rectifier nonlinearities improve
neural network acoustic models,” Proc. ICML, vol. 30, p. 3, 2013.

[29] Z. Zhou, L. Chen, J. Sun, and X. Wang, “Deep class rebalancing for long-
tailed recognition,” IEEE Transactions on Pattern Analysis and Machine In-

telligence, 2020.

[30] S. Zhang, Z. Zhou, L. Chen, M. Gong, and X. Wang, “Range loss for deep face
recognition with long-tailed training data,” arXiv preprint arXiv:1711.09349,
2017.


