
TABLE I
AUTOMATIC EVALUATION RESULTS

Dataset BLEU 1 BLEU 2 BLEU 3 BLEU 4 ROUGE-L

MMQA 34.08 23.90 17.32 13.32 22.13
MMQA (Text-only) 35.67 24.26 18.34 14.62 23.29
SQuAD 46.97 33.72 24.28 18.89 31.24
MMQA (Model fine-tuned using SQuAD) 37.37 27.54 21.02 16.05 28.27

may be differences in the way that BLEU scores are calculated
by different libraries [18].

TABLE II
HUMAN EVALUATION RESULT

Modality Fluency Relevance

Image and Text 55% 53%
Text 76% 78%

To evaluate the results from the model outputs, a human
evaluation was conducted, especially the intrinsic human
evaluation method, which evaluates the questions in terms
of their fluency and relevance [18]. A fluent question is a
question stated in a clear and confident manner without any
hesitation or unnatural pauses [19]. While a relevant question
is a question related to the scope of context being discussed
[20]. We conduct the intrinsic human evaluation in form of
a questionnaire given to humans. To measure the fluency and
relevance of the generated questions, a 5-point Likert scale
was used to measure 50 random samples from all generated
questions in the test set, inspired by a human evaluation
conducted in [21].

Results from Table II show that this study succeeds in
conducting the intrinsic human evaluation. From the result,
we can conclude that questions generated from multimodal
reasoning (text and image) affect their fluency and relevance,
while the generated questions from text-only modality have
more quality in terms of fluency and relevance. There are an
increase of 38% in fluency and 47% in relevance when the
generated questions are from a text-only modality. Although
the results of the text-only modality are higher than those using
the image and text modalities, the proposed system is still able
to generate questions with quite a good result (above 50% in
terms of fluency and relevance).

V. CONCLUSION

We can conclude that this study succeeds to build a model
to tackle the Multimodal Question Generation task using the
combination of MAG and BERT-based model called MAG-
BERT. All approaches from this study show that the model
needs to be fine-tuned first using more simpler dataset and
more training data like SQuAD. It’s proven when the model is
fine-tuned first using SQuAD to get used to generate questions,

the model has more quality results when fine-tuned again using
the MMQA dataset. The last approach resulted in a 16.05
BLEU 4 and 28.27 ROUGE-L score, which is the highest
among other approaches used when using the MMQA dataset.

To improve the quality of generated questions from the
proposed model, we need to enhance the model performance
when dealing with more than one modality like an image.
Future work on image context could contribute to creating
a better image representation so that the model understands
the connection between the image and text context. In the
upcoming study, an approach of sequence-to-sequence model
such as BART could be considered to enhance the quality of
the generated questions.
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