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Abstract — Forest and land fires has been one of the 

problematics in Indonesia, particularly in Borneo. Indonesia 

contributes for a considerable proportion of Southeast Asia’s 

forest area and currently occurring one of the world’s highest 

deforestation rates, second to Brazil. Forest fires occur 

periodically during the dry season where the lands are covered 

by peat land. Along with climate change, regions that have a 

great fuel consumption are becoming suspectible to the intensity 

of forest fire. Forest fire prediction has become important to 

prevent forest fire from occurring and to make first response 

when the fire occurs. The model for forest fire prediction 

represents an essential tool to predict forest fire risk, damage, 

forest fire monitoring and extinction phase, and to assist in the 

fire control planning and protecting both human life and 

property. We proposed a combination of three methods called 

GAF-CNN-LSTM that uses image input to predict carbon 

emission as the factor of forest fire. This study aims to create a 

model that can predict forest fire hotspot accurately. The result 

shows that the proposed method performed better than the 

LSTM only method by having a better loss value and loss 

reduction in each iterations. 
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I. INTRODUCTION 

Forest and land fires has been one of the problematics in 

Indonesia, particularly in Borneo. Indonesia contributes for a 

considerable proportion of Southeast Asia’s forest area and 

currently occurring one of the world’s highest deforestation 

rates, second to Brazil [1]. Forest fire is a part of nature 

caused by natural (lightning) or unnatural (human error) 

causes. It occurs periodically during the dry season where the 

lands are covered by peat land. It means that the land covered 

may determine the level of fire event. The vegetation type and 

soil characteristics also contribute to the development of fire 

occurred in forest fire. Along with climate change, regions 

that have a great fuel consumption are becoming suspectible 

to the intensity of forest fire. Forest fire produces an abundant 

amount of greenhouse gases to the atmosphere and becomes 

one of the causes of the interannual variability in the growth 

rates of several trace gases. This may cause public health 

problems since 

  

pollutant emissions from large-scale forest fire include 

carbon monoxide (CO). According to the data from Ministry 

of Environment and Forestry, in 2019 fire burnt 

approximately 1.6 million ha of forest and land in Indonesia 

where the most affected regions were Central, West and 

South Borneo. 

 Forest fire prediction has become important to prevent 

forest fire from occurring and to make first response when the 

fire occurs [2]. If fires are not detected early, they may 

become out of control and the consequences are often 

disastrous. The model for forest fire prediction represents an 

essential tool to predict forest fire risk, damage, forest fire 

monitoring and extinction phase, and to assist in the fire 

control planning and protecting both human life and property. 

Today many fire risk models make use of forest fire databases 

to construct and assess probabilistic models. 

Many recognition-based problems commonly can be 

solved with classical algorithms such as decision tree (DT) 

and random forest (RF). However, these classical algorithms 

all require complex and time-consuming feature engineering, 

which requires not only designing of extracted features 

manually, but also features selection or dimensionality 

reduction to screen out the best representative features [3]. 

The advancements in Machine Learning, called Deep 

Learning emerged as machine learning algorithms. Amongst 

contemporary approaches, Deep Learning. 

(DS) has risen into an attractive approach in this topic. 

Deep Neural Networks provide a potent mechanism that 

allows for learning complex mappings from raw data 

automatically, avoiding the need for developing hand-crafted 

features [4]. This algorithm shows an exceptional 

performance for computer vision application, including 

object detection and image classification. These 

advancements inspired the framework to encode time series 

data as distinct types of images, namely Grammian Angular 

Field (GAF). This enables the use of computer vision for 

classification. Using coordinate system, GAF images are 

represented as matrix where each element is trigonometric 

sum between different time intervals. Another method we are 

using is called Convolutional Neural Networks (CNN). CNN 



 

 

converts transitional invariance within structures by 

extracting features from image input. The features are then 

inserted into the Long Short-term Memory (LSTM) to 

classify weight, posture and then updated through repeated 

training process until generates the best performance. 

Compared to the classical algorithms, CNN got better 

recognition performance and training time. 

 

This study is limited to only using multivariate 

timeseries data as the input data and only researches the forest 

fire in Borneo. Based on the previous research, the forest fire 

hotspot prediction model will be implemented using GAF 

CNN-LSTM by processing time-series data. The datasets 

used in this study will be taken from public sources which are 

daily data from 1998 to 2022. The data obtained will be 

converted to an image using GAF method and CNN method 

will be implemented to classify multivariate datasets while 

the LSTM will be implemented to predict the hotspot of the 

forest fire by considering the given variables. This study aims 

to find a model that can predict forest fire, find the related 

variables that supports the occurrence of forest fire and 

implement the suitable model for the given problems and 

evaluate the result to compare. 

 

 

II. LITERATURE STUDY 

A. Forest Fire 

 

Forest fire is one of the most dangerous disasters in the 

world. Forest fires cause inestimable loss of forest resources, 

property and threaten people’s lives. Along with climate 

change, many forests are threatened by forest fire, especially 

Indonesia’s Borneo. Indonesia contributes for a considerable 

proportion of Southeast Asia’s forest area and currently 

occurring one of the world’s highest deforestation rates, 

second to Brazil [1]. 

 

Forest fires occurrence can be affected by vegetation, 

slope, altitude, humidity and temperature [5]. Other than 

natural causes, forest fire can be caused by human activity. 

Intentional forest fires by humans occur to open new land and 

are started by local farmers, private companies and 

government agencies to clear the land before panting crops. 

Forest fires in Indonesia are closely related to the climate 

disasters Moreover, forest fire contributes much carbon 

emissions into the atmosphere and could double if not 

stopped. carbon emissions from forest fires in Indonesia were 

estimated to be almost double compared to forest fires in the 

Amazon, Brazil. 

 

Forest fire prediction has become highly important to 

predict forest fire risk, back up forest fire monitoring and 

extinction, and assist in fire control planning and resource 

management to reduce casualty in property and prevent 

human casualty. 

 

 

 

B. Gramian Angular Field 

 

Gramian Angular Field (GAF) is a data transformation 

method that converts time series data into a 2D texture 

images. GAF maps time series data into an image and retains 

the original time series features and the features will be 

learned by CNN afterwards [6,7,8]. 

 
Figure 1. Converting Multivariate Time Series Input using GAF 

 

In this problem, we can represent the images converted 

from the input as a matrix where each matrix contains 

information regarding the variables used in the input data. 

Each images represents the correlation between each pair of 

values from time series. The data inputted is converted into a 

grid size and then the image features can be identified by the 

color such as black for value one and white for value zero. 

The color grading in the image means that the value is 

ranging from zero to one or between one and zero. GAF 

converts a time series data from cartesian coordinates into 

polar coordinates system by using formulas (1- 2). Let X be 

a time series data consists of n time indeces, which the values 

are in range [−1,1]. For each 𝑥𝑖, the value is transformed to 

polar coordinate using arccos function as given by formula 

(1), and then the field matrix is computed by formula (2) 

represents the interaction the value at a time index to other. 

 

𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} {
∅𝑖 = arccos(𝑥𝑖) , −1 ≤ 𝑥𝑖 ≤ 1, 𝑥𝑖 ∈ 𝑋

𝑟 =
𝑡𝑖

𝑛
, 𝑡𝑖 ∈ [1, 𝑛] ⊂ 𝕫

       (1) 

 

𝐺𝐴𝐹𝑚𝑎𝑡𝑟𝑖𝑥  {

cos(∅1 + ∅1) cos(∅1 + ∅2) … cos(∅1 + ∅𝑛)

cos(∅2 + ∅1) cos(∅2 + ∅2) … cos(∅2 + ∅𝑛)
⋮

cos(∅𝑛 + ∅1) cos(∅𝑛 + ∅2) … cos(∅𝑛 + ∅𝑛)

}      (2) 

 

The polar coordinate system uses the length and the 

degree of tilt as the measurement of a certain position. As 

shown in Fig 2.2, the graphs are bended towards the relative 

calculated angle as the time increases. GAF normalizes the 

input to [-1,1] interval that should be beneficial in a 

classification problem. 

 

C. Convolutional Neural Network 

 

Convolutional Neural Network (CNN) is a feature 

extraction method that is usually used in image recognition. 

CNN is basically used for time-series variables significance 

inspection by examining the influence of each channel on the 

weights of the output layer contributing to the predicted 

outcome [4,3]. The images produced in GAF are then 

analyzed to learn certain patterns to help the model 

predictions. The color gradients are used to highlight the state 

of the tree in the forest, whether it is on fire, not on fire or 

empty land. By extracting those features, the images are then 

can be converted into a set of values of states and variables 

that affect the state. 



 

 

 

FIGURE 2. Convolutional Neural Network Structure 
 

The input images have a k-dimension since the data 

converted is a time series data. The image converted by GAF 

is needed to go through convolution layer, pooling layer, fully 

connected layer. In the convolution layer, the image 

dimensions are going through a filter that determines how 

large the dimension of the data is and how many pixels are 

considered in the calculations. In the pooling layer, similar 

process is applicated through the data as happened in the 

convolutional layer, the difference is that we need to decide 

whether the average or maximum value are taken from the 

data to preserves a small feature in a smaller pixel that are 

crucial. 

 

D. Long Short-term Memory Network 

 

Long Short-term Memory Network (LSTM) is a recurrent 

neural network (RNN) architecture that memorize values 

over intervals. LSTM address RNNs problem by 

segmentation gating functions as their state dynamics. It 

composed of cell, input gate and forget gate. The cell is 

responsible for memorizing values over time intervals and the 

gates regulate the flow of information into and out of the cell. 

Hence, LSTM is often used for analyzing sequences such as 

videos, images or multidimensional environmental [9]. 

 

FIGURE 3. Structure of RNN 

 

RNN consists of loops which allow information to be kept on 

running. LSTM maintains a hidden vector and a memory 

vector, which controls state update and outputs [10]. The 

RNN architecture is able to represent the past output values 

from current output calculations to produce an ideal for 

autocorrelation structures from time series data. 

 

E. Mean Absolute Error 

 

Mean Absolute Error (MAE) is a measure of error for 

measuring between paired observations reprsenting the same 

phenomenon. MAE is a common error measure of forecasting 

errors in time series analysis. 

 

𝑀𝐴𝐸 =  
∑ |𝑦𝑖−𝑥𝑖|𝑛

𝑖=1

𝑛
  (3) 

 

III. SYSTEM DESIGN 

We proposed a hotspot prediction system that processes 

multivariate time series data gathered from ERA5 and GFED. 

The data itself contains variables such as carbon emissions as 

the target value, latitude, and longitude. The input data 

contains temperature, precipitation, wind speed, dewpoint 

temperature, and will be processed through GAF to be 

converted into an image. Then, the image’s features will be 

extracted afterwards by CNN to be classified and then, the 

LSTM will provide further prediction based on the data 

given. The variables will also be analyzed for the influence 

of forest fire since forest fire will occur depending on some 

external factors contributing to the abundance of external 

factors. 

 
A. Flow Diagram 
B.  

To create the model for forest fire hotspot prediction using 
GAF-CNN-LSTM, the steps as shown in figure 4 will be 
implemente 

 
FIGURE 4. System Design of Forest Fire Hotspot Prediction Model 

 

Emission data obtained are in format of yearly and will be 
merged into 24 years with monthly format and to be 
processed as the target value for this model in format of 
monthly. While the climate data needs to be pre-processed to 
eliminate noise and to reduce the number of errors by filtering 
the data into land cover only, since the data obtained also 
covers the sea and land. After filtering, data will be converted 
into images for each variables using GAF, then the resulted 
image’s features will be extracted using CNN, the extracted 
features will be learned by LSTM as the X train and the 
emission data will be trained as the Y train to create a 
prediction based on the features. The input conversion can be 
detailed into several steps visualized in Figure 5 

 

 
FIGURE 5. Input Conversion using GAF 

 



 

 

The time series coordinates data will be converted into 
polar coordinate system by GAF encoding. The grid 
represents coordinates of the forest. After being converted, 
the image features will be learned using CNN-LSTM to 
create accurate forecasting in multivariate time series. Each 
variable in data will be transformed into 4x4 matrix, all four 
variables matrices will be concatenated into a new 8x8 matrix 
and will be also added a matrix of time, longitude and latitude 
so the final matrix will be in the form of 8x16. 

 

C. Exploratory Data Analysis 

 
The dataset is collected from Global Fire Emissions 

Database (GFED), which refers to the forest fire data history 
[10].  The dataset used is a dataset of GFED from 1998 to 
2022. The dataset contains 4 variables, which are emissions, 
time, latitude, and longitude. In this case, emissions mean the 
carbon emissions that are calculated in a certain area. 
Longitude is ranging from 108.5 as the western most 
longitude to 119.5 as the eastern most longitude and latitude 
ranging from -4.25 as the northernmost latitude to 6.25 as the 
southernmost latitude. The dataset contains 541800 rows 
with 4 columns and has a 0.25-degree latitude by 0.25-degree 
longitude spatial resolution. 

 
FIGURE 6. Boxplot of four climate variables 

 

As seen on Figure 6, each variable has the distribution of data 

near maximum and minimum value. It can be said that the 

data is distributed around the maximum and minimum value 

 
FIGURE 7. Emissions From 1998-2000 

From Figure 7, the cycle of emission increase occurs in each 

year within the 9th month and the 3rd month. It can be stated 

that emissions production in both months are higher due to 

the usage of fuel, deforestation, and forest fire. From the 

figure, it can be concluded that emissions can be considered 

as the factor of forest fire and in this case, it can be used as 

the target value of forecast. 

 
FIGURE 8. Correlation between four factors to emissions 

 

From Figure 8, total precipitation and dewpoint temperature 

have a strong negative correlation which means that both 

values can be a factor in reducing the amount of carbon 

emissions. It means that the higher the value of both factors 

can also reduces the value of carbon emissions. Whereas the 

windspeed and 2 meter temperature factor has a weak 

positive correlation which means that both factors has an 

insignificant effects on the carbon emissions value. 

 

D. Preprocessing Data and Feature Selection 

 
In data preprocessing, the GFED datasets will be merged 

into timeseries data from 1998 to 2022 in the form of CSV. 
Then the ERA5 Climate Data will be re-grided to match the 
GFED latitude and longitude resolution using two-
dimensional cubic spline interpolation. After re-grid, ERA5 
dataset will be filtered into the land cover data only. In this 
case, all considered climate factors such as emissions, total 
precipitation, dewpoint temperature, temperature, and wind 
component will be used as the training variables and 
emissions will also be used as the target value for the 
prediction. All the timestamps are in the format of “yyyy-
mm-dd 12:00:00” since the value of the variables are taken at 
the time of 12:00.  

E. CNN-LSTM Implementation 

 
In this section, the 8x8 matrix will be processed to a 

LSTM model and CNN-LSTM model to be compared. The 
matrices contain information of longitude, latitude time ,10m 
Wind Speed, 2m Temperature, 2m Dew point and Total 
precipitation. All this information will be fitted into the model 
to an emissions variable as the target variable. The model’s 
performance will be compared to be evaluated. 

In this case, we used the first 21 years of data as the 
training data and the last 3 years as the testing/validation data. 
The model will process the data from each location where the 
location can be represented in every 300 data. 

 



 

 

The CNN-LSTM model has a Convolutional layer, Max 
Pooling layer, and LSTM layer. The LSTM model only uses 
a LSTM layer. 

  

 FIGURE 9. Models Architecture 

  

F. Evaluation Method 

 
The model creates predicted value that can be compared 

into the actual value, where both values are needed to 
calculate the Mean Absolute Error value. The MAE 
represents the difference between the predicted value and the 
actual value where the MAE value can be considered as good 
if the value is closer to 0. In this case, we want to create a 
model that has a good performance in solving this problem. 

 

 
IV. EVALUATION 

A. Evaluation Method 

 

By constructing both LSTM and CNN-LSTM model, for 

predicting the emissions CNN-LSTM has a smaller loss and 

smaller value loss. The loss value is getting smaller in each 

iteration for both models. But, the CNN-LSTM has better loss 

for this form of problem. In this case, we model a program 

for creating a prediction based on location where in each 

location we use 21 years data as the training data and the last 

3 years as the testing/validation data. The results of 

performance can be seen in Figure 10 

 

FIGURE 10. The Performance of LSTM and CNN-LSTM 

The model has a small mean absolute error value, running 

the model resulted in 0.41 of mean absolute error value. By 

looking at the graph, it can be said that the CNN-LSTM 

model performs better in reading the patterns of the time 

series value. The model learns the patterns in 500 iterations 

and could create predictions better than the LSTM model. 

The LSTM model needs more iterations to learns the patterns. 

But the result of predictions are still to far than the CNN-

LSTM model. It may be effective but not efficient to use since 

it took more time than the CNN-LSTM model. It can be stated 

that the CNN-LSTM model is the better option in treating 

multivariate time series data. 
 

FIGURE 11. The Predicted and Actual Emissions value 

 

CNN-LSTM Predicted emission has a slightly different 

result than the actual value. But, seen from the MAE value of 

0.41, it can be considered as slightly similar to the actual 

value. As seen in Figure 11, we can see that the CNN-LSTM 

can learn the pattern for the prediction better than the LSTM 

model. 

FIGURE 12. The map of predicted emissions in each location in the 
year of 2022 

 

From the result of the model, we can see that the model 

predicts the emissions in every location in a certain year it 

can be seen that there’s a point where it has a brighter color 

than the other, it can be concluded that the location that has a 

brighter color can represent a location where there is a 

probability of large emissions and can lead to forest fire. 

 

B. Analysis 

 
Model Mean Squared Error Mean Absolute Error 

LSTM 5.239902674483781 0.6916610265611519 

CNN-LSTM 1.1416031800796107 0.41159041337025574 

Table 1. Model’s Performance in each Performance Metrics 

 

The performance of CNN-LSTM model is better than the 

LSTM model in forecasting the time series data.  



 

 

The model’s performances shows that the CNN-LSTM 

model is better than LSTM model by having performance 

metric value closer to zero than LSTM model. It concludes 

that the CNN-LSTM performs better in handling the 

multivariate time series data 

 
FIGURE 12. Models Absolute Error 

Figure 12 states both models absolute error for the last 3 

years data in each month. It concludes that the CNN-LSTM 

has better knowledge in reading the pattern so that in several 

month the error is closer to zero, but in some cases it can goes 

to eight since the model haven’t learn the pattern. From the 

figure it can be concluded that in terms of error value the 

CNN-LSTM is better since it has a smaller error value. 

 

From the result we can see that the CNN-LSTM has no 

significant outcome where the similarity between actual and 

predicted value is still slightly far to be considered as similar. 

Thus, the model can be tuned to get a better performance by 

changing the parameters values. This can be caused by the 

preprocessing treatment. For example, the interpolation is 

done before the data is filtered into land cover only. It can 

cause loss of value whether it’s significant or insignificant. 

 
C. CONCLUSION 

 The CNN-LSTM model can be a better solution in 
forecasting the multivariate time series problem. The 
performance of CNN-LSTM model is better than the LSTM 
model in forecasting the time series data. The CNN-LSTM 
model is better than LSTM model by having performance 
metric value closer to zero than LSTM model. The CNN-
LSTM model learns the patterns in 500 iterations and could 
create predictions better than the LSTM model. The LSTM 
model needs more iterations to learn the patterns. But the 
result of LSTM model predictions is still too far than the 
CNN-LSTM model.  

 

It can be concluded that the CNN-LSTM models’ 
similarity between actual and predicted value is slightly far 
from the actual value. The CNN-LSTM model still hasn’t 
learned the pattern in several cases. Also, the model’s 
absolute error that in some cases can be greater than one. 
Although, the result of the forecast can be improved by better 
hyper parameter tuning, adding more related factor, and 
choosing the correct preprocessing treatment of the data. For 
future work others may use the ConvoLSTM as the prediction 
model to be compared with the CNN-LSTM 
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