
This observation aligns with the findings in earlier research,
such as the study by [4], where KNN demonstrated good
performance but was better at identifying stunted cases due
to its higher recall compared to other algorithms.

On the other hand, the RF model achieved a higher accu-
racy of 99.22% with an F1-score of 96.94%. This highlights
RF’s advantage in classifying data with high accuracy and a
better balance between precision and recall. This superior per-
formance can be attributed to RF’s ability to capture complex
patterns and interactions within the data through its ensemble-
based decision tree approach. Random Forest models are
particularly well-suited for tasks involving multiple features
and complex relationships, which is evident in this study
where the data involves a mix of continuous and categorical
attributes. This result is consistent with findings in previous
studies, such as those by [4] and [7], which reported RF’s
robust performance in similar stunting prediction tasks. These
studies demonstrated that RF outperforms KNN, particularly
in datasets that require effective handling of feature interac-
tions, even after addressing class imbalances.

IV. CONCLUSION

A comparative study of the K-Nearest Neighbors (KNN)
and Random Forest (RF) algorithms for predicting stunting
in Bekasi Regency demonstrates that machine learning ap-
proaches can effectively support early detection of stunting,
particularly in cases of Low Birth Weight (LBW) and Low
Birth Length (LBL). The KNN model demonstrated stable
results across 20 runs, with an accuracy of 96.19% and an
F1-score of 87.16%, highlighting consistent performance but
limitations in capturing the dataset’s complexity. In contrast,
the RF model achieved a higher range of accuracy, with
values between 98.99% and 99.22%, alongside stronger F1-
scores ranging from 96.13% to 96.99%. This superior per-
formance, attributed to RF’s ensemble-based decision tree
approach, demonstrates its capability to capture intricate
patterns and maintain a balanced classification performance,
particularly after addressing class imbalance using SMOTE
and implementing comprehensive data preprocessing. These
findings contribute to the advancement of machine learning
applications in healthcare and provide practical tools for prac-
titioners and policymakers to achieve stunting reduction tar-
gets. However, future research should consider incorporating
additional features, exploring other advanced algorithms, and
developing more comprehensive real-time analysis systems
to enhance stunting prevention across various demographic
groups and geographic regions.
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