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CHAPTER 1: THE PROBLEM 

 

This research was dealing with the problem of handling imbalanced data in churn 

prediction. This section discusses the rationale, theoretical framework, conceptual 

framework/paradigm, statement of the problem, hypothesis, assumption, scope and 

delimitation, importance of the study. 

 

1.1 Rationale 

Nowadays, telecommunication industries have a problem, it is concerning with 

customer churn, because this can affect the company’s revenue.  [1]. To survive and win the 

market competition, some companies attempt to predict customer churn with data mining 

approach [2].  

Data mining approaches can help a company understand customer behavior from its 

own data, so that the company can implement the right CRM (Customer Relationship 

Management) strategies in order to save its revenue [2]. Unfortunately, churn is rare objects, 

the data of churned customers are only a few; however, it is of great interest and valuable for 

a company [3]. In other word, the data set for this case are extremely imbalanced. 

Researchers have attempted to find methods to handle the imbalanced data in churn 

prediction. Some of them focuses on the data pre-processing, i.e. oversampling [4], and the 

other try to find the match classifier for this kind of problem, such as : logistic regression, 

linear classification, naïve Bayes, decision tree, multilayer perceptron neural networks, 

support vector machine, data mining evolutionary algorithm [1], and random forest [5], [6]. 

Some of those researches have resulted a good performance in churn prediction for their 

own data set, however every data set have their own characteristic and specific case [2]. 

There are two common approaches in handling imbalanced data. First is sampling 

approach and second is cost-sensitive approach [6]. There are continuous researches in 

improving prediction performance for handling imbalanced data using random forest, such 

as balanced random forest, weighted random forest [6], improve balanced random forest [1], 

weight random forest with under sampling [5], etc.  

Weight random forest classifier claim to handle imbalanced data with cost-sensitive 

approach, that is to assign weight, so that it can reduce misclassified data [6] .  

Sampling basic techniques are under sampling and oversampling. Each technique has 

its own benefits and drawbacks. Under sampling makes the model run faster, but this 

technique causes big loss of potential data from the majority class in imbalanced data, so 

that it reduces prediction performance. Oversampling create additional data (but not 
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additional information), this causes slower running process. Although oversampling does not 

reduce the data record, but the additional data from the minority class causes over fitting 

(there are any possibilities that sampling makes any data in majority class moves to minority 

class) [4]. 

The data set used in this research is customer behavior profile data. It has been studied 

before in Indonesia. One of the results shows that SMOTE (Synthetic Minority Over-

Sampling) algorithm has a good performance [4], however, the prediction measurement is 

not accurate. This research try to predict whether customers potentially churn or not-churn 

based on customer behavior profile with a high accuracy.  

The basic idea in SMOTE is to create data synthetic from minority class [7]. 

However, SMOTE has a drawback, it makes over fit data. The combination of simple under 

sampling and SMOTE algorithm; may reduce the substantial loss of potential data from 

majority class and also reduce the probability of over fitting problem.  

For those reasons, this research attempts to combine the two approaches (sampling 

and cost sensitive-learning) by applying dataset processed in combine sampling method ( 

SMOTE for minority data and simple under sampling for the majority data) to the Weight 

Random Forest classifier [7], [6], [8]. 

 

1.2 Theoretical Framework 

This research attempts to handle the imbalanced data in churn prediction. Data input 

for the system was a dataset containing customer profile from a specific product in a 

telecommunication industry in Indonesia.  

The output of this system is churn prediction result and some results of performance 

measurement of the predictive model. The dataset used as input data in the system will go 

through the stages of pre-processing prior to produce clean data and can be recognized by 

the system, which is hereinafter referred to as the original data. Then, by using the tools 

WEKA, several variations of the input dataset created from the original data using the 

simple technique of under sampling [8], SMOTE [7] and a combination of both. 

The process will be done in the system are as follows: 1) The data input divided into 

several parts and set up into training data and test data for 10-fold cross validation purposes 

[8]; 2) The process of forming multiple decision trees into a random forest involves data 

bootstrap, random attributes selection, weighted Gini criterion calculation, and some 

calculations to determine the label of each leaf node [6]; 3) The formed model was tested 

using test data  that has been developed by the system; 4) The final prediction was the 

aggregating results from all of trees in the forest [6]; 5) After the final prediction was 
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obtained, the system will calculate the performance in the 10-fold cross validation, and 

outputs the average performance of the overall validation [8]. 

 

1.3 Conceptual Framework/Paradigm 

There are three variables applied to conduct measurement on this research, namely: 

Variable Variable’s Information 

Data composition Various data composition is compiled from the original data which 

is manipulated using sampling techniques (i.e. SMOTE 

oversampling and simple under sampling) 

WRF parameters The parameter to induce WRF, consists of number of attributes 

that will be used in each single random tree, weight on each class, 

and number of tree induced in the forest. 

 

1.4 Statement of the Problem 

The main problem discussed in this research was handling imbalanced data in churn 

prediction by applying Weighted Random Forest (WRF) with sampling technique to 

improve the prediction performance. 

Customer is a very important asset in an industry, particularly the 

telecommunications industry. The occurrence of customer churn can lead to a decrease in 

revenue of a company. Customer churn prediction is a prediction that is very important in an 

industry to be able to detect the potential customers will churn, so that churn can be 

prevented early. Because the data of customer churn is usually a minority of data from all 

the data that is owned by the company, there are difficulties in studying their characteristics. 

Various researches have been done until present time to develop a method that can address 

the case of imbalanced data, one of them is the ensemble method: weighted random forest 

[6]. This method created many classification trees and utilizes a greater weighting on the 

minority data, thus it can handle the imbalanced data  [6] . However, for the case of the data 

set in this research (in which there are only 0.7 % of data churn), the previous research still 

cannot produce a good performance. Since there is an extreme imbalanced data, this research 

tried to implement combined-sampling techniques (combination of simple undersampling 

and SMOTE) and apply the WRF to be able to improve the performance of the prediction of 

customer churn [7], [8], [4]. 
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1.5 Hypothesis 

There are two common approaches in handling imbalanced data: first is sampling 

approach and second is cost-sensitive approach. This research attempts to implement WRF 

with combined-sampling technique to improve churn prediction performance. WRF is 

selected as the classifier for solving the cost-sensitive approach, because this classifier can 

handle imbalanced data and has a better true positive rate [6], while for the sampling 

approach simple under sampling technique is used; and it is combined with oversampling 

technique using SMOTE algorithm [7], [8]. This combination is used to avoid the big loss of 

the potential information in majority class. The combination of combined-sampling and 

WRF classifier are used to achieve the purpose of this research, i.e. the improvement of 

performance in true churn prediction. 

 

1.6 Assumption 

Global problem in churn prediction includes the variation of dataset, the churn 

prediction accuracy, the main factors causing churn, and the relation with marketing 

management to determine appropriate strategies to deal with the problem of churn. 

Continuous researches are needed  to address this problem. This research focused on the 

problem of churn prediction accuracy and using the following assumptions: 

1. This research was conducted based on data churn in a specific product of a 

telecommunication company in Indonesia.  

2. This research discusses issues overcome imbalanced data on the prediction of churn 

in order to produce good performance. 

3. This research does not discuss more about the factors which most influence on the 

churn. 

 

1.7 Scope and Delimitation 

There are many methods and techniques which can be used to improve the 

performance of the churn prediction. In order to get more focused analysis on churn 

prediction performance resulted by the selected method, this research used scopes and 

delimitations as follows: 

1. This research attempts to compare the performance of a churn prediction using WRF 

with sampling techniques and churn prediction performance using the WRF without 

sampling techniques. 



Informatics Engineering 2014 
 

5 | P a g e  

 

2. This research does not discuss more about how SMOTE work. SMOTE is carried 

out using Weka. 

3. The specification of the hardware used in this research is varied, so elapsed time is 

not taken into the analytical process. 

1.8 Importance of the Study 

This research deals with how the performance of WRF on the formation of a churn 

prediction modeling of the data set which is extremely imbalance (i.e. the data have the 

churn percentage below 1 %), and whether the sampling technique used in data pre - 

processing improve the prediction performance significantly or not. 

If it is proven that the application of sampling techniques to improve churn 

prediction performance is quite significant, the result will be validated using several 

different datasets in further reasearch, so that the two approaches can be combined into one 

method that can handle the extremely imbalanced data. 

The performance of the churn prediction model will also be measured using F-

measure and top-decile. Top-decile is commonly used in the churn prediction and it is the 

important value in the marketing management level. If the generated model results high top- 

decile, then the model can be considered to be applied in the company that wants to improve 

its services to customers with appropriate and suppress the occurrence of churn in its 

products. 

 

  


